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Abstract— The age of information (AoI) is a new metric to1

measure the timeliness of various status update systems, and2

hybrid automatic repeat request (HARQ) transmission scheme3

is usually applied to ensure higher timeliness. However, little4

research considers encoding delay, propagation delay, decoding5

delay and feedback delay in the HARQ-based coded status6

update system. To the best of our knowledge, in this paper,7

the HARQ-based Spinal coded timely status update system with8

all the practical delay elements is considered for the first time.9

We derive the average AoI expression of the system and analyze10

the monotony of the AoI expression to give an average AoI upper11

bound. Then we optimize the HARQ transmission scheme to12

minimize the AoI. To decrease the complexity of the optimization13

algorithm, we separate it into two steps. First, we optimize the14

puncturing pattern of Spinal codes and propose a transmission15

scheme under incremental tail transmission puncturing (ITTP)16

pattern. Second, we optimize the number of symbols in each17

round under the ITTP transmission scheme, and propose the18

optimal transmission scheme under the coarse-grained ITTP19

pattern. Simulation results show that the proposed transmission20

scheme can significantly decrease the AoI compared to the21

baseline transmission schemes.22

Index Terms— Age of information (AoI), Spinal codes, hybrid23

automatic repeat request (HARQ), timely status update system,24

transmission scheme.25

I. INTRODUCTION26

DRIVEN by the increasing research attention of the time-27

liness of information in the status update systems such as28

vehicular networks [1] and remote control systems [2], the age29

of information (AoI) is a new metric to measure the freshness30

of the update information [3]. AoI measures the time that has31
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elapsed since the status update was generated. Specifically, 32

if a status update is generated at the timestamp U(t), then at 33

time t the age of the update is Δ = t − U(t). The AoI of 34

the status update system will continuously increase until an 35

update is successfully received, with the AoI updated to Δ. 36

In the literature, there are many previous works on the AoI 37

from various perspectives, including multiple-server queuing 38

system [4], [5], wireless network system optimization [6], [7], 39

reinforcement learning [8] and game theory [9]. Note that in 40

these researches the status updates are assumed to be always 41

successfully received. 42

Nevertheless, for the practical transmission process in the 43

physical layer, the status updates will be disturbed by noises in 44

the unreliable channels, so the status updates are not always 45

successfully received. In this case, channel coding is applied to 46

decrease the error probability of status updates. For the coded 47

status update system, the AoI depends on the probability of 48

failed transmission. Specifically, lower error probability of the 49

coded status updates will result in lower AoI of the system. 50

To further ensure high timeliness of the system, transmission 51

schemes such as automatic repeat request (ARQ) and hybrid 52

ARQ (HARQ) are usually applied in the coded status update 53

system to enhance reliable transmission. 54

In [10], the optimal scheduling policies for ARQ and 55

HARQ transmission scheme under the resource constraint with 56

unknown error probability are studied to decrease the AoI of 57

the noisy channel systems. In [11], the average AoI expres- 58

sions of fixed-rate code and rateless code over binary erasure 59

channel with non-ARQ transmission scheme are theoretically 60

analyzed. The status update queuing system over erasure 61

channels is studied in [12], where the AoI expressions of the 62

ARQ- and HARQ-based coded system under finite code length 63

are derived by using the finite-block-length information theory 64

bound of the block error rate. As for the transmission scheme 65

design of the HARQ-based coded status update system, the 66

authors find out that the optimal code lengths form a threshold 67

structure, where a new update is transmitted only if the AoI of 68

the system reaches a threshold [13]. Moreover, under HARQ 69

transmission scheme, the average AoI expression with regard 70

to the code length and the error probability is analytically 71

derived in [14]. 72

Some researches also consider the AoI of specific channel 73

codes. In [15], the authors theoretically analyze the average 74

AoI expressions of low-density parity-check (LDPC) coded 75

status update system with ARQ, truncated ARQ and HARQ 76

transmission schemes. In the recent work of [16], the time- 77

liness of Polar coded status update system is studied, and 78
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the average AoI expressions of the systems with different79

transmission schemes, including classic ARQ, HARQ with80

chase combining (HARQ-CC) and HARQ with incremental81

redundancy (HARQ-IR), are derived respectively. But these82

previous works only consider the transmission delay of the83

system, which restricts their applications in practical status84

update systems. However, the delays from the encoding,85

propagation, decoding and feedback process will also increase86

the AoI of the system, which cannot be neglected in practice.87

As such, the timeliness of the HARQ-based coded status88

update system considering all the practical delay elements is89

still to be studied.90

Spinal codes are new rateless codes first proposed in [17],91

which have been proved to achieve the Shannon capacity over92

both the additive white Gaussian noise (AWGN) channel and93

the binary symmetric channel (BSC) [18]. Because of the high94

rate of Spinal codes over the AWGN channel, fewer code95

symbols are needed to be sent in the transmission process96

of a Spinal coded status update frame, which results in lower97

transmission delay and lower AoI. Furthermore, Spinal codes98

can achieve seamless rate adaptation by simple transmission99

scheme with puncturing, which is an advantage over fixed-100

rate coding scheme such as LDPC codes and Polar codes.101

Analyzing and optimizing the AoI performance of Spinal102

coded timely status update system is of great importance in103

the practical applications, for the lower AoI of Spinal coded104

system will fundamentally achieve higher timeliness of the105

whole status update system.106

Researchers have worked on improving Spinal coding107

schemes since Spinal codes were proposed, such as com-108

pressing the sparse source at the sender side to increase the109

throughput [19], applying unequal error protection structure110

to achieve lower error probability [20], [21], introducing111

novel and dynamic decoding algorithm at the receiver side112

to decrease the decoding complexity [22], and proposing new113

Spinal coding structure to improve the performance [23],114

[24]. However, few works have studied the optimization of115

the transmission scheme of Spinal codes in the HARQ-based116

status update system from the AoI perspective.117

In this paper, we study the timeliness of the HARQ-based118

Spinal coded timely status update system for the first time.119

We introduce a more practical system model with encoding120

delay, transmission delay, propagation delay, decoding delay121

and feedback delay. We derive the expressions of these types122

of delays in the Spinal coded status update system according to123

the coding structure and transmission scheme of Spinal codes,124

and give the AoI evolution process of status update system125

considering these types of delays.126

Then, we derive the average AoI expression of the127

HARQ-based Spinal coded system associated with these128

types of delays and the probability of successful decoding.129

By numerically analyzing the monotony of the AoI expression130

with the probability of successful decoding, we find out that131

when the decoding delay is close to or much larger than132

transmission delay, the derivative of AoI expression with133

regard to the probability of successful decoding is always134

negative. This implies that the average AoI of the system can135

be upper bounded by the lower bound of the probability of 136

successful decoding (or the upper bound of failed decoding) 137

for the HARQ-based Spinal coded system when the decoding 138

delay is rather large. Based on the frame error rate (FER) upper 139

bound of Spinal codes in each HARQ transmission round, 140

we give the average AoI upper bound of the HARQ-based 141

Spinal coded status update system, which we will use as the 142

objective function in the following optimization problem. 143

Furthermore, we optimize the transmission scheme of the 144

HARQ-based Spinal coded system to achieve minimum AoI, 145

under the constraint of the number of total code symbols. 146

Minimizing the AoI of a system does not necessarily mean 147

minimizing a certain type of delay. For example, if very few 148

code symbols are transmitted at the first few rounds, then 149

the transmission delay in each round is minimized. However, 150

such few received code symbols may cause a high probability 151

of decoding failure, which results in more incremental trans- 152

mission rounds and larger decoding delay. In this case, the 153

minimization of the transmission delay may contrarily increase 154

the AoI. 155

In the optimization problem, the HARQ transmission 156

scheme is optimized by two steps. The reason for separating 157

the optimization algorithm into two steps is that the HARQ 158

transmission scheme consists of two degree of freedom, 159

namely the number of symbols transmitted in each round and 160

the puncturing pattern of Spinal codes in each round. Directly 161

optimizing the transmission scheme will result in extremely 162

high computing complexity. Therefore, we propose a two- 163

step optimization method, by which the following optimization 164

problems can be simplified. First we optimize the puncturing 165

pattern in each round by restricting the number of symbols as 166

one. Solving this problem, we can find out the best puncturing 167

positions for each code symbols. Using this best puncturing 168

pattern, we next optimize the allocation of the number of code 169

symbols in each round to find out the whole transmission 170

scheme with minimum AoI. 171

Specifically, the first step is to find out the best punctur- 172

ing positions in each round, where we consider and opti- 173

mize the symbol-by-symbol transmission scheme (called the 174

transmission scheme under the most fine-grained puncturing 175

pattern). Solving the optimization problem by iterative algo- 176

rithm, we propose a transmission scheme under the most 177

fine-grained incremental tail transmission puncturing (ITTP) 178

pattern to improve the AoI performance compared to the 179

transmission scheme under uniform puncturing (UP) pattern. 180

The second step is to find out the best allocation of the 181

number of code symbols in each round, where we consider 182

a more general transmission scheme where more than one 183

symbols are transmitted in the incremental rounds (called the 184

transmission scheme under coarse-grained puncturing pattern), 185

and we use an exhaustive searching algorithm to solve this 186

optimization problem. Combining the two solutions of the two 187

optimization problems, we finally propose the optimal trans- 188

mission scheme under coarse-grained ITTP pattern at different 189

signal-to-noise ratio (SNR), as a refinement of the most fine- 190

grained ITTP pattern. Simulation results demonstrate that the 191

proposed optimal transmission scheme can further improve 192
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higher timeliness compared to the baseline transmission193

schemes.194

The main contributions of this paper are summarized as195

follows:196

• To the best of our knowledge, this is the first study to ana-197

lyze the HARQ-based coded timely status update systems198

with various types of delays, including encoding delay,199

transmission delay, propagation delay, decoding delay and200

feedback delay. Considering these delays, we study the201

AoI evolution process of the HARQ-based Spinal coded202

status update system.203

• We derive the average AoI expression of Spinal coded204

status update system, and analyze the monotony of the205

average AoI. Based on the monotony analysis of the206

average AoI with the probability of successful decoding207

in each round, we further give an average AoI upper208

bound of the Spinal coded status update system.209

• Leveraging the average AoI upper bound as the objective210

function, we optimize the HARQ transmission scheme of211

Spinal coded status update system by solving a two-step212

optimization problem, and propose the optimal transmis-213

sion scheme under the coarse-grained ITTP pattern.214

The rest of the paper is organized as follows: Section II215

gives the basis of Spinal codes, including the encoding process,216

decoding algorithms, puncturing patterns and transmission217

schemes. Section III introduces the system model of the218

HARQ-based Spinal coded status update system, and analyzes219

the different types of delays and AoI evolution of the system.220

In Section IV, the average AoI expression and upper bound221

of the HARQ-based Spinal coded system are theoretically222

analyzed. Section V focuses on the optimization of the trans-223

mission scheme for the HARQ-based Spinal coded system to224

minimize the AoI. Numerical results are given in Section VI225

and Section VII concludes the paper.226

II. PRELIMINARIES227

A. Encoding Process of Spinal Codes228

Spinal codes employ hash function and the random numeral229

generator (RNG) to encode the source message as pseudo230

random code symbols. As depicted in Fig. 1, the encoding231

process of Spinal codes contains four main steps.232

Step 1: Dividing message into blocks. An n-bit source233

message M is divided into n/k message blocks called mi,234

i = 1, 2, . . . n/k, with each block containing k bits. After235

dividing, the source message is M = [m1, m2, . . . , mn/k].236

Step 2: Hash mapping to generate spine value s. The hash237

function h maps the two inputs, which are a k-bit message mi238

and a v-bit spine value si−1, to an output v-bit spine value si,239

that is si = h(si−1, mi), i = 1, 2, . . . n/k. Usually we choose240

the initial spine value as s0 = 0 to initialize the mapping,241

which is known by both the encoder and the decoder.242

Step 3: RNG mapping to generate code symbols. The spine243

value si serves as the seed of RNG, and the RNG of the244

message block mi will generate c-bit code symbols called xi,j ,245

where j represents the pass of the corresponding symbols.246

Step 4: Channel constellation mapping (modulation). The247

output code symbols from the encoder will be modulated248

Fig. 1. The encoding structure of Spinal codes.

to adjust to the channel condition. In this paper, we use 249

the uniform constellation mapping [17], where the c-bit code 250

symbol xi,j is mapped as a number f(xi,j) = u−1/2√
6P

, where 251

u = xi,j+1/2
2c and P = (2c+1)(2c−1)

12 . 252

B. Decoding Algorithm of Spinal Codes 253

The maximum likelihood (ML) decoding is the optimal 254

decoding algorithm for Spinal codes, where the decoder 255

searches for the candidate message whose encoded symbols 256

are the closest with the received symbols. The ML rule of 257

Spinal codes is mathematically expressed as follows: 258

M̂ ∈ argmin ||y − f(x(M ′))||2, M ′ ∈ {0, 1}n
, (1) 259

where M̂ denotes the output of the decoder, y the received 260

symbols and f(x(M ′)) the encoded symbols corresponding 261

to the candidate message M ′. 262

However, the complexity of ML decoding algorithm is 263

exponential with the message length, which makes it imprac- 264

tical in hardware implementation for long messages. Spinal 265

codes are tree codes with serial coding structure, so the tree 266

pruning algorithm, also called bubble decoding algorithm, can 267

be used for Spinal codes. In the bubble decoding algorithm 268

with pruning depth B, only B nodes whose path costs are the 269

least will remain in each layer, by which the complexity is 270

reduced to the polynomial level. In this paper, bubble decoding 271

is applied as a default. 272

C. Puncturing Patterns and Transmission Schemes of Spinal 273

Codes 274

The transmission scheme for Spinal codes includes the 275

puncturing patterns in each transmission round and the num- 276

ber of code symbols transmitted in each round. We denote 277

N = [(ν1,L1), (ν2,L2), . . . , (νr,Lr)] as the total transmis- 278

sion scheme, where νi represents the number of symbols 279

that have been transmitted from round 1 to round i, and 280

Li = [li,1, li,2, . . . , li,n/k] represents the puncturing pattern 281
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at round i, where li,j is the number of symbols corresponding282

to jth spine value.283

In the normal transmission scheme for Spinal codes, the284

code symbols are transmitted pass by pass, as shown in Fig. 1.285

Specifically, firstly several passes (or one pass) of symbols286

are transmitted, and if the decoding fails, the sender will287

continuously transmit incremental passes of symbols until a288

successful decoding. In such transmission scheme, the number289

of code symbols incrementally transmitted in each round is290

equal to the number of message blocks, and we have li,1 =291

li,2 = . . . = li,n/k for each Li.292

To further improve the rate performance of Spinal codes,293

the transmission scheme with puncturing is proposed in [17].294

In the transmission scheme with puncturing, the whole pass is295

divided into n/k sub-passes, and instead of sending the whole296

pass, only a certain sub-pass will be transmitted after a decod-297

ing failure. Fig. 2 shows a transmission scheme under uniform298

puncturing (UP) pattern of Spinal codes with n/k = 8, punc-299

turing sequence g = [g1, g2, . . . , g8] = [8, 7, 6, 5, 4, 3, 2, 1]300

where gi represents the code symbol from the gith spine value301

in the ith sub-pass. Within a sub-pass in the UP pattern,302

only one symbol is transmitted as colored black, and the303

symbols that have been sent before are colored gray. For304

example, in sub-pass 4, if 2 passes of code symbols have305

been transmitted, the puncturing pattern can be denoted as306

[2, 2, 2, 2, 3, 3, 3, 3]. Note that in a more general transmission307

scheme, several sub-passes can be simultaneously transmitted308

in one round.309

In addition to the transmission scheme under UP pattern,310

non-uniform puncturing pattern can also be used in the trans-311

mission scheme of Spinal codes, where the symbols from312

different spine values are transmitted unequally for different313

sub-passes (hence different puncturing sequences for different314

sub-passes). We can also use Li to denote the puncturing315

pattern at round i.316

In the transmission schemes with puncturing, a successful317

decoding can occur in any sub-pass. Note that although not318

all the code symbols of one pass are sent in the transmission319

scheme with puncturing, the decoding algorithm does not320

change. For the code symbols that are not sent in a certain sub-321

pass under certain puncturing pattern, the path cost of these322

nodes in the bubble decoding will be zero. For example, if the323

puncturing pattern is [2, 2, 2, 2, 3, 3, 3, 3], then the path costs324

for the first four code symbols of pass 3 are zeros.325

III. SYSTEM MODEL326

Consider an end-to-end HARQ-based Spinal coded status327

update system in Fig. 3. In this system, a sensor continuously328

captures the random status update information from the envi-329

ronment, and the Spinal encoder encodes the status informa-330

tion to code symbols, which are then stored in the buffer of331

the sender side. After that, several passes of code symbols are332

transmitted over the channel. At the receiver side, the symbols333

that has just been received are decoded by Spinal decoder,334

and the decoding outputs are stored in the receiver. If the335

decoding fails, a negative acknowledgement (NACK) feedback336

is sent to the sender side by the receiver. Instantly several extra337

code symbols stored in the buffer are incrementally transmitted338

Fig. 2. A transmission scheme under UP pattern of Spinal codes with
puncturing sequence g = [8, 7, 6, 5, 4, 3, 2, 1].

Fig. 3. The model of the HARQ-based Spinal coded system.

under a certain transmission scheme, and the receiver decodes 339

the new received symbols together with the previous symbols 340

and gives feedback. We define the cycle of a transmission, 341

a decoding process and a feedback as one round. In order 342

to ensure lower transmission delay and higher timeliness, the 343

number of the total rounds (also the number of total code 344

symbols) is restricted to be no more than a certain integer. 345

Once a status update gets decoded, the AoI of the system 346

will be instantly updated as the age of this status update, and 347

then an acknowledgement (ACK) feedback will be sent to the 348

sensor, and a new status update will be captured. If decoding 349

still fails after maximum rounds of transmission, an NACK 350

will be sent to the sender, and still a new status update will be 351

captured. In this paper, we focus on the line-of-sight (LOS) 352

AWGN channel model. 353

A. Notations 354

We denote such HARQ transmission scheme N = 355

[ν1, ν2, . . . νr] for a certain code. Under the transmission 356

scheme N , at the first round, ν1 code symbols are transmitted 357

over the channel, and if decoding fails at round i, then νi+1−νi 358

symbols are incrementally transmitted in the round i+1, until 359

the decoding succeeds or the total number of rounds reaches 360

r. We denote the delay as τ , and the specific kind of delay, 361

for example, encoding delay as τenc. We denote the distance 362

of the sender and the receiver as D, and the velocity of light 363

v. We denote the instant AoI of the system as A, and the 364

average AoI Ā, respectively. We denote �·� as rounding up 365

the numbers to integers. 366
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For Spinal codes, we denote the transmission scheme367

as N = [(ν1,L1), (ν2,L2), . . . , (νr,Lr)], where Li =368

[li,1, li,2, li,n/k] is the puncturing pattern at round i, and li,j369

represents the number of total code symbols that correspond370

to the jth spine value. We denote the status update infor-371

mation (message) length as n, the segmentation parameter372

as k, and the modulation parameter as c. If P passes of373

symbols are transmitted at the first round, then for Spinal374

codes with normal pass-by-pass transmission scheme we have375

νi = (P + i − 1) · n/k, i = 1, 2, . . . , r, and for Spinal376

codes with transmission scheme under UP pattern we have377

νi = P · n/k + i − 1, i = 1, 2, . . . , r. Denote the noise378

variance of the AWGN channel as σ2, and the SNR as f .379

Denote the probability of successful decoding at round i as380

Ps(νi), and the error probability at round i as Pe(νi), so we381

have Ps(νi) = 1 − Pe(νi). Also, we denote the transmission382

rate of Spinal codes as R. We assume that the channel is383

used once if one code symbol (including the feedback symbol384

ACK/NACK) is transmitted over the channel.385

B. Delay and AoI Analysis of the HARQ-Based Spinal Coded386

System387

Before we analyze the AoI of the system, we focus on the388

different types of delays in the transmission process because of389

its close connection with the age of the system. In this status390

update system, the following types of delays are considered,391

and note that all types of delays will be scaled by the channel392

use (CU) via the data rate R and rounded up as integers to393

study the symbol-level AoI.1394

The AoI measures the time from the capture of the sta-395

tus update to the successful decoding of the same update,396

so the time of encoding process will increase the AoI. From397

the hardware perspective, the unit of a Spinal encoder is the398

hash-RNG module. We denote the clock cycle of the hash-399

RNG module (also the time of running this module once)400

as Thash. Because of the sequential encoding structure, the401

encoding process of one message block costs one clock cycle402

of time. For Spinal codes with the message length n and the403

segmentation parameter k, the encoding delay is404

τenc = �n/k · Thash · R� . (2)405

Note that the number of code symbols generated by RNG406

can be arbitrarily large because of the rate-variable character-407

istics of Spinal codes, so in the sending of one status update,408

the encoding process will only occur once in the first round,409

generating νr code symbols and storing them for the following410

rounds of transmission.411

2) Transmission Delay: The transmission delay τtrans is412

equal to the channel use C, namely the number of code413

symbols transmitted in the current round νi − νi−1, that is414

τtrans = C = νi − νi−1. (3)415

1In the previous works about the AoI for channel coding [13], [14], [15],
[16], the symbol-level AoI of the system is scaled by integer channel use.

3) Propagation Delay: In end-to-end communication and 416

LOS scenario, the propagation delay is only the function of the 417

distance between the sender and the receiver. Let the distance 418

of the two end be D and the light speed v, then the one-way 419

propagation delay of the system is 420

τprop = �D/v · R� . (4) 421

Note that in both the transmission and the feedback, the 422

propagation delay exists. 423

4) Decoding Delay: Usually the decoding delay plays a 424

major role in the system because the complexity of decoding 425

algorithm is much higher than the encoding process. Espe- 426

cially, in the practical application, the hardware source is 427

sometimes limited, resulting in higher decoding delay. The 428

Spinal bubble decoder consists of hash-RNG modules and 429

sorting modules to reproduce the encoding process and sort the 430

path cost of each candidate message, and the decoding delay 431

is related to the time of running the two kinds of modules. 432

Assuming that the pruning depth of the bubble decoder is B, 433

and that the sorting algorithm will be executed once in each 434

layer of the decoding tree, we analyze the decoding delay as 435

below. Note that in this paper the time spent on the calculation 436

of the path cost is so short that can be neglected. 437

In the ML decoding, in the ith layer of the decoding tree, 438

the number of nodes will be Mi = 2ki, i = 1, 2, . . . , n/k. 439

However, in the bubble decoding, only at most B nodes will 440

remain after pruning. For the ith layer, the number of nodes 441

depends on the number of nodes in the (i − 1)th layer. If the 442

number of the nodes in the (i−1)th layer is not greater than B, 443

all the Mi nodes will be each spread into 2k nodes. If not, the 444

decoder will prune some nodes in the (i−1)th layer and only 445

B nodes will be each spread into 2k nodes. So the number of 446

nodes in the ith layer in bubble decoding can be expressed as 447

βi =
{

2kB 2(i−1)k > B,

2ik 2(i−1)k ≤ B.
(5) 448

We consider a parallel computing process with H hash- 449

RNG modules in the bubble decoder. As such, H hash-RNG 450

mapping processes can be simultaneously executed, so for βi 451

nodes, the number of times of hardware computing in the ith 452

layer is 453

Hi =

⎧⎨
⎩
⌈

2kB
H

⌉
2(i−1)k > B,⌈

2ik

H

⌉
2(i−1)k ≤ B.

(6) 454

Assume that the quick sorting algorithm is applied in the 455

sorting module with a time complexity O(n log n), then in the 456

ith layer, βi nodes will be sorted and the hash-RNG modules 457

are used Hi times. Denote the clock cycle of the quick sorting 458

algorithm as Tsort, then the total decoding delay is the sum of 459

the delay of each layer, so the decoding delay is 460

τdec =

⎡
⎢⎢⎢R · (Thash ·

n/k∑
i=1

Hi + Tsort ·
n/k∑
i=1

βilog2βi)

⎤
⎥⎥⎥ . (7) 461

In our computer simulation of Spinal coded system, the time 462

of running hash-RNG module once is approximately 10−5, and 463

the clock cycle of the sorting algorithm is approximately 10−8, 464

Authorized licensed use limited to: University Town Library of Shenzhen. Downloaded on August 02,2024 at 00:32:03 UTC from IEEE Xplore.  Restrictions apply. 



6430 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 70, NO. 10, OCTOBER 2022

Fig. 4. The AoI evolution process of an HARQ-based status update system
with a transmission scheme N = [3, 5, 6] for a certain code.

respectively, so we choose Thash = 10−5 and Tsort = 10−8 in465

this paper unless otherwise specified.466

5) Feedback Delay: After decoding, a 1-bit ACK or NACK467

will be sent back, using the channel once, and the bit will also468

experience the propagation delay, so the feedback delay is469

τfb = 1 + τprop. (8)470

For the transmission scheme N = [ν1, . . . , νr], if a status471

update gets decoded, the AoI of the system will be updated as472

the age of this status update, that is A = τenc + τtrans + τprop +473

τdec. Then, an ACK will be sent to the sender, which cost474

τfb CUs, and the sensor will capture the next status update.475

If a status update cannot be decoded by the receiver after r476

rounds of transmission, then an NACK feedback will be sent477

to the sender, and a new update will be generated with AoI478

continuously increasing.479

Fig. 4 describes the AoI evolution process of an HARQ480

system with the transmission scheme of N = [3, 5, 6], with481

τenc = 1, τprop = 1, τdec = 2, τfb = 1 + τprop = 2.482

In this process, four status updates are transmitted named M1,483

M2, M3 and M4, where M j
i denotes the jth transmission484

round of the status update Mi. For M1, after three rounds485

of transmission the decoding still fails and M1 gets discarded.486

Then a new status update M2 is encoded and transmitted. After487

a successful decoding at the first round, the AoI instantly gets488

updated as the age of M2, namely A = τenc + τtrans + τprop +489

τdec = 7 (here τtrans = ν1 = 3). After an ACK feedback,490

M3 is encoded and transmitted and after two rounds M3 gets491

successfully decoded, with the AoI of the system updated as492

13. Then M4 is transmitted and decoded within three rounds493

and the AoI is updated to 19 after M4 gets successfully494

decoded.495

IV. AOI ANALYSIS OF THE HARQ-BASED SPINAL CODED496

STATUS UPDATE SYSTEM497

A. The Average AoI of the HARQ-Based Spinal Coded498

System499

In [14], the average AoI of the HARQ coded system consid-500

ering only transmission delay is derived scaled by CU, with501

regard to the transmission scheme N = [ν1, ν2, . . . νr] and502

the successful decoding probability in each round Ps(νi), i = 503

1, 2, . . . , r, as the following expression. 504

A =
E(T 2)
2E(T )

+ E(νV ) − 1
2
, (9) 505

where 506

E(T ) =
νr

Ps(νr)
−

r−1∑
i=1

(νi+1 − νi)
Ps(νi)
Ps(νr)

, 507

E(T 2) =
ν2

r (1 + Ps(νr))
Ps(νr)

2 508

−
r−1∑
i=1

Ps(νi)
Ps(νr)

(νi+1 − νi)(νi+1 + νi + 2νr
Ps(νr)
Ps(νr)

), 509

E(νV ) = νr −
r−1∑
i=1

(νi+1 − νi)
Ps(νi)
Ps(νr)

, (10) 510

where T represents the CU of one status information, and V 511

represents the round in which the decoding succeeds. 512

In the HARQ-based coded system with different types of 513

delays, for a newly generated status update, it will be encoded 514

to code symbols by the encoder and νi code symbols are 515

transmitted before round i, and if decoding fails, an NACK 516

will be sent back to the encoder for next round. If decoding 517

fails at round r, then an NACK will be sent back to generate 518

next status update. We denote ν′
i = νi+τenc+i(τprop+τdec+τfb) 519

as the equal channel use in each round, and γ as the number 520

of the status updates that have failed in decoding before 521

a successfully decoded status update, then we have T = 522

γν′
r + ν′

V − τfb. Note that there is a term of −τfb because 523

when decoding succeeds the AoI instantly gets updated, and 524

the feedback delay at the successful decoding round should 525

be subtracted. It is easy to infer that γ obeys geometric 526

distribution with P(γ = g) = (1−Ps(νm))g−1 ·Ps(νm). Then 527

by calculating E(T ), E(T 2) and E(νV ) in (9) we have the 528

AoI of the system with delays as follows, (11), as shown at 529

the bottom of the next page, where τextra = 2τprop + τdec + τfb. 530

For Spinal codes with parameters n and k with normal pass- 531

by-pass transmission scheme, at the first round P passes of 532

code symbols are transmitted, and in each incremental round 533

one pass of symbols are sent until a successful decoding or 534

the total number of rounds reaches r. In this case we have 535

νi = d(P + i−1), i = 1, 2, . . . , r, where d = n/k denotes the 536

number of code symbols in a pass. By substituting νi into (11) 537

we can derive the average AoI of the HARQ-based Spinal 538

coded system with normal transmission scheme as shown in 539

Theorem 1. For Spinal codes with transmission scheme under 540

UP pattern, assume that only one symbol is transmitted in an 541

incremental round, that is νi = dP + i − 1, i = 1, 2, . . . , r, 542

where d = n/k. Similarly we can derive the average AoI 543

of the HARQ-based Spinal coded system with transmission 544

scheme under UP pattern in Theorem 2. 545

Theorem 1 (The Average AoI of the HARQ-Based Spinal 546

Coded System With Normal Transmission Scheme): Consider 547

the Spinal coded system with message length n and segmenta- 548

tion parameter k. At the first round, P passes of code symbols 549

are transmitted and the maximum round is r, and let d = n/k, 550
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then the average AoI with normal transmission scheme is, (12),551

as shown at the bottom of the page.552

Proof: Please refer to Appendix A. �553

Theorem 2 (The Average AoI of the HARQ-Based Spinal554

Coded System With Transmission Scheme Under UP Pattern):555

Consider the Spinal coded system with message length n and556

segmentation parameter k. At the first round, P passes of code557

symbols are transmitted and the maximum round is r, and let558

d = n/k, then the average AoI with transmission scheme559

under UP pattern is, (13), as shown at the bottom of the next560

page.561

The proof of Theorem 2 is similar to Theorem 1. For other562

transmission schemes of Spinal codes, we can similarly get563

the number of code symbols in each round νi and substitute564

into (11) to derive the average AoI expression.565

B. Monotony Analysis of the AoI Expression (11)566

Although the average AoI is decreasing with the error prob-567

ability intuitively, no previous work has studied the monotony568

of average AoI with error probability either numerically569

or theoretically, because the expression of average AoI is570

complex and difficult to analyze its monotony, as has been571

derived in (11). In this subsection we try to analyze the572

monotony of Ā with Ps(νi), i = 1, 2, . . . , n/k based on some573

numerical simulations, to further give a bound for average574

AoI. Specifically, we can calculate the partial derivative of Ā575

in (11) with respect to Ps(νj) as, (14), shown at the bottom 576

of the next page. 577

Though the sign of (14) can not be analytically derived, 578

we can still validate the negativity of (14) under certain 579

conditions by simulation in which we randomly choose νi, 580

Ps(νi) such that νi < νi+1 and Ps(νi) < Ps(νi+1) to observe 581

the value of the derivative. By our simulation we find out 582

that when τdec and νr are of the same order of magnitude or 583

τdec � νr, the partial derivative of (14) is always negative. 584

Now we will choose some typical value of νr and τdec, with 585

νi and Ps(νj) randomly generating, to show some simulation 586

results of the value of ∂A
∂Ps(ν1)

. 587

Fig. 5a shows the frequency distribution of the value of 588

∂A
∂Ps(ν1) , where r = 5, νr = 30 and τdec = 16. In this case, the 589

decoding delay is close to the transmission delay. From Fig. 5a 590

we can observe that the random variable ∂A
∂Ps(ν1) is nearly 591

uniformly distributed with negative values. Fig. 5b shows the 592

frequency distribution of the value of ∂A
∂Ps(ν1)

, where r = 10, 593

νr = 120 and τdec = 1000. In this case, the decoding delay is 594

much larger than the transmission delay. It is demonstrated by 595

Fig. 5b that the probability distribution of the random variable 596

∂A
∂Ps(ν1) has a peak value and is always negative. 597

From Fig. 5a and Fig. 5b we can conclude that the event 598

that the average AoI in (11) is decreasing with Ps(νi) is 599

always true under the condition that the decoding delay is 600

Ā =
νr + τenc + rτextra −

r−1∑
i=1

(νi+1 − νi + τextra)Ps(νi)

Ps(νr)

+
(νr + τenc + rτextra)

2

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)Ps(νi))

−

r−1∑
i=1

(νi+1 − νi + τextra)(νi+1 + νi + 2τenc + τextra(2i + 1))Ps(νi)

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra))Ps(νi)

−1
2
− τfb, (11)

Ā =
d(P + r − 1) + τenc + rτextra −

r−1∑
i=1

(d + τextra)Ps(νi)

Ps(νr)

+
(d(P + r − 1) + τenc + rτextra)

2

2(d(P + r − 1) + τenc + rτextra −
r−1∑
i=1

(d + τextra)Ps(νi))

−

r−1∑
i=1

(d + τextra)((2P + 2i − 1)d + 2τenc + τextra(2i + 1))Ps(νi)

2(d(P + r − 1) + τenc + rτextra −
r−1∑
i=1

(d + τextra)Ps(νi))

−1
2
− τfb. (12)
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close to or much larger than the transmission delay, which can601

be easily achieved in 5G wireless communications under the602

transmission rate of R ≈ 105 to R ≈ 107. Unless otherwise603

specified in this paper, in the analysis of average AoI upper604

bound and the simulation of average AoI, the condition of the605

decoding delay is always satisfied. 2
606

C. The Average AoI Upper Bound of the HARQ-Based607

Spinal Coded System608

By analyzing the monotony of ∂A
∂Ps(νi)

, we can further609

give the bound of Ā. In [24] which is our previous work,610

we derive a tighter FER upper bound of Spinal codes over611

the AWGN channel. Note that the average AoI is decreasing612

with the probability of successful decoding, so the average613

AoI is increasing with the error probability (also the FER).614

By substituting the FER upper bound into (11) we can derive615

the average AoI upper bound of the HARQ-based Spinal coded616

system. We firstly give the FER upper bound of Spinal codes617

over the AWGN channel in the following lemma.618

2For the situations where the decoding delay is small, the average AoI will
not decrease with the successful decoding probability. We will consider this
situation in our future work.

Lemma 1 (Our Previous Work in [24]) (Approximate FER 619

Upper Bound for Spinal Codes Over the AWGN Channel): 620

Consider Spinal codes with message length n, segmenta- 621

tion parameter k and modulation parameter c transmitted 622

over the AWGN channel with noise variance σ2. Let L = 623

[l1, l2, . . . , ln/k] be the puncturing pattern of Spinal codes, 624

then the FER under ML decoding can be approximately upper 625

bounded by 626

Pe ≤ 1 −
n/k∏
i=1

(1 − �i), (15) 627

with 628

�i = min
{
1,
(
2k − 1

)
2n−ik · min (1, Ri)

}
, (16) 629

where 630

Ri =
1

Γ

(
1+Ni

/
2

)(πσ2Ni

22c

)Ni

�
2

, (17) 631

where Γ(·) denotes the Gamma function, Ni =
∑n/k

j=i lj . 632

From Lemma 1 we know that Pe is related to the punc- 633

turing pattern in each round. Given the transmission scheme 634

Ā =
Pd + r − 1 + τenc + rτextra −

r−1∑
i=1

(1 + τextra)Ps(νi)

Ps(νr)

+
(Pd + r − 1 + τenc + rτextra)

2

2(Pd + r − 1 + τenc + rτextra −
r−1∑
i=1

(1 + τextra)Ps(νi))

−

r−1∑
i=1

(1 + τextra)(2Pd + 2i − 1 + 2τenc + τextra(2i + 1))Ps(νi)

2(Pd + r − 1 + τenc + rτextra −
r−1∑
i=1

(1 + τextra)Ps(νi))

−1
2
− τfb. (13)

∂A

∂Ps (νj)
=

−(νj+1 − νj) − τextra

Ps (νr)

+
(νr + τenc + rτextra)

2(νj+1 − νj + τextra)

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)Ps(νi))2

− (νj+1 − νj + τextra)((νj+1 + νj + 2τenc + τextra(2j + 1))

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)Ps(νi))2

·(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)Ps(νi))

−
(νj+1 − νj + τextra)2

r−1∑
i=1

(νi+1 + νi + 2τenc + τextra(2i + 1))Ps(νi)

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)Ps(νi))2
. (14)
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Fig. 5. The frequency distribution histogram of ∂A
∂Ps(ν1)

with different
parameters.

N = [(ν1,L1), (ν2,L2), . . . , (νr,Lr)], we can calculate the635

FER upper bound in each round by substituting Li into (15).636

We denote the FER upper bound at round i by P upper
e (νi).637

Because Ps(νi) = 1 − Pe(νi), we have the lower bound638

of the probability of successful decoding is P lower
s (νi) =639

1 − P upper
e (νi). Because the average AoI is decreasing with640

Ps(νi), we can derive the average AoI upper bound for the641

HARQ-based Spinal coded system over the AWGN channel642

Āupper by substituting P lower
s (νi) into the average AoI expres-643

sion in (11), as shown in the following theorem.644

Theorem 3 (The Average AoI Upper Bound for the645

HARQ-Based Spinal Coded System Over the AWGN Chan-646

nel Under Certain Puncturing Pattern): Consider the647

HARQ-based Spinal coded system with status informa-648

tion length n, segmentation parameter k, and the trans-649

mission scheme N = [(ν1,L1), (ν2,L2), . . . , (νr,Lr)]. Let650

P lower
s (νi) = 1−P upper

e (νi) be the lower bound of probability651

of successful decoding at round i which can be calculated652

by (15), then the average AoI of the system can be upper653

bounded by, (18), as shown at the bottom of the next654

page.655

In section V, the average AoI upper bound will be utilized656

as the objective function to optimize the transmission scheme657

for the HARQ-based Spinal coded system.658

V. AOI OPTIMIZATION OF THE HARQ-BASED SPINAL 659

CODED SYSTEM 660

In this section, we aim to optimize the puncturing pattern 661

and the number of code symbols in each round to construct 662

an Spinal coded HARQ transmission scheme with minimum 663

AoI, under the constraint of the number of total incremental 664

redundancy symbols. Although the objective function is the 665

average AoI upper bound in (18) instead of the real average 666

AoI, we can still find out the best transmission scheme, for 667

lower AoI upper bound implies lower real average AoI. The 668

transmission scheme consists of two degree of freedom, and 669

directly taking the whole transmission scheme as the decision 670

variable will cause extremely high computing complexity. 671

Therefore, we separate the optimization algorithm of the 672

transmission scheme into two steps to simplify the problem. 673

Firstly, in order to find the best puncturing position for each 674

incremental symbol, we first optimize the puncturing pattern 675

under a symbol-by-symbol transmission scheme. Using the 676

optimal puncturing pattern we have just solved, we can then 677

optimize the number of code symbols in each incremental 678

round to find the best allocation of symbols. Combining the 679

two solutions to the two problems, we can finally get the 680

optimal transmission scheme. 681

A. HARQ Transmission Scheme Optimization Under the 682

Most Fine-Grained Puncturing Pattern 683

Firstly, we try to optimize the puncturing pattern in each 684

round. In other words, the purpose of this step is to find 685

out transmitting which symbol will achieve the lowest AoI 686

in each round. As a result, we consider a transmission scheme 687

where the transmission process is symbol by symbol. That 688

is, after transmitting several passes of symbols at the first 689

round, the transmitter sends only one encoded symbol in 690

each incremental transmission round with the number of 691

total incremental symbols equal to Imax. We define such 692

symbol-by-symbol transmission scheme as the transmission 693

scheme under the most fine-grained puncturing pattern. The 694

goal of this optimization is to find the best puncturing posi- 695

tion in each round for Spinal coded system to get lowest 696

AoI. 697

For Spinal codes with message length n and segmentation 698

parameter k, the AoI minimization problem can be expressed 699

as follows: 700

1) Objective function: The average AoI upper bound 701

Aupper, which is denoted by (18). Although the average 702

AoI upper bound is not the real average AoI, we can still 703

choose Aupper as the objective function, because minimizing 704

the upper bound will lead to lower real average AoI than 705

the corresponding upper bound, which also achieves our 706

goal. 707

2) Decision variables: The number of symbols from 708

each spine value, namely the puncturing pattern Li = 709

[li,1, li,2, . . . , li,n/k] at round i, i = 1, 2, . . . , r. In this case, the 710

transmission scheme is N = [(ν1,L1), (ν2,L2), . . . , (νr,Lr)], 711

where νi is the sum of the elements of the vector Li, and 712

νi − νi−1 = 1 for i ≥ 2. We assume that ν1 = nP/k and 713

L1 = [P, P, . . . , P ], that is, P passes of code symbols are 714

transmitted in the first round. 715
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3) Constraint: The number of incremental symbols is equal716

to Imax. In fact, the constraint is equal to the restriction of the717

number of total code symbols when ν1 is fixed.718

To sum up, the overall optimization problem can be formu-719

lated as follows.720

Problem 1: The AoI minimization problem for the trans-721

mission scheme under the most fine-grained puncturing722

pattern:723

min Aupper
724

s.t. c1 : li,1, li,2, . . . , li,n/k ∈ Z+ for i = 1, 2, . . . , n/k,725

c2 : νr − ν1 = Imax. (19)726

where Aupper can be calculated by (18).727

Note that Problem 1 is an integer programming problem,728

and can be solved by exhausting algorithm when Imax is729

small. But for large Imax, the exhausting algorithm cannot730

be executed in limited time. Instead, we design a dynamic731

iteration algorithm based on the tree structure to solve this732

integer programming problem, similar to the bubble decoding733

algorithm of Spinal codes. In each iteration round (also the734

transmission round), one candidate symbol is transmitted, with735

the nodes in the current layer spread to construct a n/k-ary736

tree, whose nodes represent the candidate puncturing patterns.737

Only β nodes with the least AoI upper bound will remain.738

When the total number of incremental symbols is Imax, the739

algorithm ends with an output of the optimal decision value,740

namely the optimal puncturing patterns in each round. Specif-741

ically, the iteration algorithm is elaborated in Algorithm 1.742

Note that in Algorithm 1, the AoI upper bound can be743

calculated by (18) considering the transmission scheme until744

the current layer (or the current round) based on the node path745

from the root node to a certain child node. For example, if the746

current round is the third round, then the transmission scheme747

is [(ν1,L1), (ν1 + 1,L2), (ν1 + 2,L3)]. Solving Problem 1 by748

the algorithm above with n = 32, k = 4, P = 3, R = 105,749

B = 64, H = 64, D = 0,3 and β = 4, the results are shown750

in Table I. Here only the puncturing pattern in the last round751

is shown. The reason is that in every round before the last752

round, the solution is also transmitting the symbol from the753

n/kth spine value, forming the same transmission scheme.754

3By our simulation, these variables do not affect the final solutions.

Algorithm 1 The Optimal Transmission Scheme Under
the Most Fine-Grained Puncturing Pattern for the HARQ-
Based Spinal Coded System

Input: Message length n; segmentation parameter k;
puncturing pattern at the first round
L1 = [l1, l2, . . . , ln/k] where
l1 = . . . = ln/k = P ; transmission round r = 1;
the SNR f , the distance D; the maximum number
of incremental code symbols Imax; transmission
rate R, pruning depth B and the number of
parallel hash module H .

Output: The optimal puncturing pattern with the least
AoI upper bound.

1 Initialize root node c1,1 by the puncturing pattern L1;
2 while r ≤ Imax + 1 do
3 Transmit a code symbol: the transmission round

r = r + 1;
4 Spread the nodes in the rth layer . Specifically, for

each father node
cr−1,j, j = 1, 2, . . . , min{(n/k)r−1, β}, n/k candidate
symbols at each puncturing position are transmitted to
generate node cr,j, j = 1, . . . , n/k containing a
puncturing pattern of current round Lr = Lr−1;

5 For node cr,j in the rth layer, the puncturing pattern
in the current round Lr gets updated: lr,j = lr,j + 1;

6 For each child node cr,j , calculate the AoI upper
bound Āupper

r,j under the SNR f based on the
transmission scheme
[(Pn/k,L1), (Pn/k+1,L2), . . . , (Pn/k+r−1,Lr)];

7 if the number of nodes > β then
8 β nodes with least AoI upper bound

cr,j , j = 1, 2, . . . , β will remain and be spread in
the next cycle;

9 return The optimal node path, i.e. the puncturing pattern
in each round or the transmission scheme.

From Table I, we can find out that the puncturing pattern in 755

the last round (also in each round obviously) forms the most 756

fine-grained incremental-tail-transmission puncturing pattern 757

(ITTP pattern) for the transmission scheme, which means that 758

Aupper =
νr + τenc + rτextra −

r−1∑
i=1

(νi+1 − νi + τextra)P lower
s (νi)

P lower
s (νr)

+
(νr + τenc + rτextra)

2

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)P lower
s (νi))

.

−

r−1∑
i=1

(νi+1 − νi + τextra)(νi + νi+1 + 2τenc + τextra(2i + 1))P lower
s (νi)

2(νr + τenc + rτextra −
r−1∑
i=1

(νi+1 − νi + τextra)P lower
s (νi))

−1
2
− τfb. (18)
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TABLE I

THE OPTIMAL PUNCTURING PATTERN WITH DIFFERENT NUMBER OF
INCREMENTAL SYMBOLS Imax

in each incremental round continuously transmitting the coded759

symbols from the n/kth spine value will lead to lower AoI.760

In other words, ITTP pattern is the best puncturing pattern761

that achieves higher timeliness. Also, if there are restricts762

for Spinal codes in Algorithm 1 that the whole pass must763

be transmitted before transmitting the symbols from the next764

pass, we can also get the solution that the optimal uniform765

puncturing pattern for the HARQ-based Spinal coded system766

is inverse uniform puncturing pattern, where the symbols from767

the n/kth spine value is firstly transmitted, and the symbols768

from the (n/k−1)th spine value the second and so on, as the769

puncturing pattern in Fig. 2. Unless otherwise specified, in the770

simulation of HARQ Spinal coded system with transmission771

scheme under UP pattern, inverse UP pattern is utilized as a772

default.773

B. HARQ Transmission Scheme Optimization Under774

Coarse-Grained Puncturing Pattern775

After getting the best puncturing pattern, we focus on the776

symbol allocation in each transmission round to construct777

the best transmission scheme. Therefore, we consider a more778

general transmission scheme where more than one code sym-779

bols instead of one symbol are transmitted in the incremental780

rounds. Again, we define such transmission scheme as the781

transmission scheme under coarse-grained puncturing pattern.782

Although the transmission scheme under the most fine-grained783

ITTP pattern is the optimal symbol-by-symbol transmission784

scheme, ITTP pattern may not outperform coarse-grained785

puncturing pattern in the aspect of AoI, especially when the786

decoding delay is large. For example, if the code symbols787

are transmitted one by one at the first few rounds, though788

the transmission delay is reduced, the probability of decoding789

failure may be high due to the small number of code symbols.790

In this case, each round of failed decoding will cause a large791

AoI growth because of large decoding delay. Nevertheless,792

if several code symbols instead of one symbol are transmitted793

at the first few rounds, these code symbols may greatly794

increase the probability of successful decoding in these rounds,795

decreasing the average AoI of the system. Therefore, it is796

necessary to further study the transmission scheme under797

coarse-grained puncturing pattern.798

In this subsection, we aim to find a transmission scheme799

under coarse-grained puncturing pattern that minimizes the800

AoI of the system under the constraint of total number of801

incremental code symbols. Because the transmission scheme802

under ITTP pattern is the optimal transmission scheme under803

the most fine-grained puncturing pattern, in this subsection,804

only the tail symbols are transmitted, which significantly 805

simplifies the problem. 806

For Spinal codes with message length n and segmentation 807

parameter k, the AoI optimization problem under coarse- 808

grained puncturing pattern can be expressed as follows: 809

1) Objective function: The AoI upper bound Aupper, which 810

is denoted by (18). Note that for the transmission scheme 811

under non-uniform puncturing pattern we can only use (18) 812

to calculate the AoI upper bound. 813

2) Decision variables: The transmission scheme 814

[(ν1,L1), (ν2,L2), . . . , (νr,Lr)]. In the incremental rounds, 815

νi+1 − νi tail symbols will be transmitted to form the 816

puncturing patterns of L1 = [l1, . . . , ln/k] at round 1 and 817

Li = [l1, . . . , ln/k + νi+1 − ν1], i ≥ 2 at round i, respectively. 818

We define this transmission scheme as the transmission 819

scheme under coarse-grained ITTP pattern. 820

3) Constraint: The number of incremental symbols is equal 821

to Imax, with νr = ν1 + Imax. 822

The optimization problem can be formulated as follows: 823

Problem 2: The AoI minimization problem for the trans- 824

mission scheme under coarse-grained ITTP pattern: 825

min Aupper
826

s.t. c1 : ν1, ν2, . . . , νt ∈ Z+, 827

c2 : νr − ν1 = Imax, (20) 828

where Aupper can be calculated by (18). 829

Problem 2 is also an integer programming problem, and 830

the key of solving it is to list all the transmission scheme 831

N . We divide the algorithm of the derivation of the trans- 832

mission scheme list into two steps. Firstly we decompose 833

Imax into the sum of a series of positive integers, for exam- 834

ple, when Imax = 4, the solutions are 4 = 1 + 1 + 835

1 + 1, 4 = 1 + 1 + 2, 4 = 1 + 3, 4 = 2 + 2, 4 = 4. 836

Secondly, we rearrange each of the series to do the full 837

permutation for each case, for example, when Imax = 4, the 838

result of full permutation is the set of the following vec- 839

tors [1, 1, 1, 1], [1, 1, 2], [1, 2, 1], [2, 1, 1], [1, 3], [3, 1], [2, 2], [4], 840

which can be used to derive the candidate decision variables, 841

for example, the transmission scheme for the permutation of 842

[1, 1, 2] is N = [ν1, ν1+1, ν1+2, ν1+4]. After calculating the 843

AoI upper bound for each transmission scheme, the decision 844

variable that has minimum AoI upper bound is the solution 845

of the problem. The algorithm to the Problem 2 is detailed in 846

Algorithm 2. 847

By algorithm 2 we solve the problem 2 under the condition 848

of n = 32, k = 4, P = 2 (ν1 = 16), R = 105, B = 64, 849

H = 64, D = 0,4 Imax = 8 and the SNR ranges from 10 dB 850

to 20 dB, and the solutions can be seen in Table II. We also 851

solve the problem under the condition of R = 106 with the 852

other parameters same as those in Table II, and the solutions 853

are elaborated in table III. The SNRs in Table II and Table III 854

are accurate to two decimal places. It is demonstrated from 855

Table II and Table III that the optimal decision values form 856

4In this paper, the terrestrial communication scenario is considered with
small propagation delay that can be neglected, so we set D = 0 to represent
the neglected propagation delay. The analysis and optimization of the system
with large propagation delay can be extended following this work.
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Algorithm 2 The Optimal Transmission Scheme Under
Coarse-Grained ITTP Pattern for the HARQ-Based Spinal
Coded System

Input: Message length n; segmentation parameter k;
puncturing pattern L = [l1, l2, . . . , ln/k], and
l1 = . . . = ln/k = P ; the SNR f , the distance D;
the maximum number of incremental symbols
Imax; transmission rate R, pruning depth B and
the number of parallel hash module H .

Output: The optimal transmission scheme with the least
AoI upper bound.

1 Decompose Imax into the sum of a series of positive
integers;

2 Rearrange each of the series to do the full permutation to
generate all the candidate transmission scheme N a;

3 for N a do
4 Calculate the AoI upper bound Āa under the SNR f

using equation (11) ;

5 Search for the minimum of Āa and get the index d;
6 return The optimal transmission scheme N d.

TABLE II

THE OPTIMAL TRANSMISSION SCHEME UNDER COARSE-GRAINED ITTP
PATTERN WITH n = 32, k = 4, R = 105

TABLE III

THE OPTIMAL TRANSMISSION SCHEME UNDER COARSE-GRAINED ITTP
PATTERN WITH n = 32, k = 4, R = 106

a threshold structure. Specifically, when the SNR reaches a857

certain threshold, the optimal transmission scheme N changes858

in the aspect of the number of incremental tail symbols859

in each round and the number of total transmission round.860

Also, with the channel condition becoming better, the optimal861

transmission scheme is more close to the transmission scheme862

under the most fine-grained ITTP pattern in each round.863

Fig. 6. The simulation results and upper bound of AoI for the HARQ-
based Spinal coded system with normal pass-by-pass transmission scheme and
transmission scheme under UP pattern by bubble decoding with B = 256.

VI. NUMERICAL RESULTS 864

A. Average AoI Upper Bound of the HARQ-Based Spinal 865

Coded System 866

Fig. 6a shows the simulation results and the upper bound 867

in (18) of AoI of the HARQ-based Spinal coded system over 868

the AWGN channel with normal pass-by-pass transmission 869

scheme (PBP scheme) and transmission scheme under UP 870

pattern (UP scheme), where n = 8, k = 2, c = 8, R = 105, 871

B = 256, H = 64, D = 0 and at the first round one pass of 872

code symbols are transmitted. For normal transmission scheme 873

the maximum round is r = 8, so in the 8th round 8 passes 874

of code symbols are transmitted; and for transmission scheme 875

under UP pattern the maximum round is r = 29, so in the 29th 876

round also 8 passes of code symbols are transmitted. Note that 877

in this case the bubble decoding algorithm with B = 256 is 878

equal to ML decoding, because in the n/kth layer the number 879

of total nodes is 256, and no pruning is operated in bubble 880

decoding, so the AoI upper bound derived in (18) can still be 881

applied here to compare with the simulation results. With these 882

parameters, we can calculate the encoding delay and decoding 883

delay in the system, which are τenc = 4, τdec = 10. It can be 884

seen from Fig. 6a that the both the AoI simulation and its 885
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upper bound are decreasing as the channel condition becomes886

better. Besides, it is obvious that the AoI upper bound is tighter887

with the AoI simulation when the SNR is high in this case.888

Moreover, the AoI simulation and upper bound of transmission889

scheme under UP pattern are much higher than that of normal890

transmission scheme, for more rounds are experienced in the891

transmission of incremental puncturing symbols, which causes892

higher decoding delay.893

Fig. 6b shows the simulation result and the upper bound894

in (18) of AoI of the HARQ-based Spinal coded system over895

the AWGN channel with normal transmission scheme and896

transmission scheme under UP pattern, where R = 106 and897

the other parameters are the same as those in Fig. 6a. In this898

case, the encoding delay and decoding delay are τenc = 40 and899

τdec = 96, which are much higher than the transmission delay.900

Specifically, compared to Fig. 6a, the AoI upper bound and901

simulation results under R = 106 are nearly eight times larger902

than those under R = 105, for the AoI of the system mainly903

depends on the encoding delay and decoding delay, and in this904

case the two types of delays are nearly ten times those under905

R = 105.906

B. AoI Simulation of the HARQ-Based Spinal Coded System907

With the Optimal Transmission Scheme908

Fig. 7a compares the AoI of the HARQ-based Spinal coded909

system with transmission scheme under the most fine-grained910

UP pattern [17] (UP scheme), ITTP pattern (ITTP scheme) and911

with the proposed optimal transmission scheme under coarse-912

grained ITTP pattern shown in Table II (Optimal scheme),913

where n = 32, k = 4, B = 64, H = 64, R = 105, D = 0, the914

maximum number of incremental symbols Imax = 8 and at the915

first round two passes of code symbols are transmitted. In this916

case, the encoding delay and decoding delay are τenc = 8 and917

τdec = 165, respectively, and the maximum transmission delay918

is τtrans = 24. Clearly, the AoI of the system with the trans-919

mission scheme under the most fine-grained UP puncturing920

pattern is the highest, because the decoding delay is higher921

than the transmission delay and plays the main role in the AoI922

increase. In contrast, the transmission scheme under the most923

fine-grained ITTP pattern can reduce the AoI apparently, for924

the tail symbols increase the probability of successful decoding925

in the incremental rounds to improve the timeliness.926

As for the optimal transmission scheme under coarse-927

grained ITTP pattern, the decrease of the AoI compared to the928

transmission scheme under the most fine-grained ITTP pattern929

should be analyzed from two aspects. On the one hand, at low930

SNR, the AoI of the optimal scheme is significantly lower than931

the transmission scheme under ITTP pattern, because the total932

number of rounds is much lower than ITTP pattern in average,933

resulting in smaller decoding delay in the system. On the other934

hand, at high SNR, the AoI of the optimal scheme is close to935

that of ITTP pattern, because the decoding can succeed at the936

first few rounds for both the two transmission schemes under937

more reliable channel condition, and in average the decoding938

delay under the two transmission schemes are closer, resulting939

in the small difference of AoI.940

Fig. 7b compares the AoI of the HARQ-based Spinal coded941

system with transmission scheme under the most fine-grained942

Fig. 7. The AoI comparison of the transmission scheme under fine-grained
UP pattern, ITTP pattern and the proposed optimal transmission scheme under
coarse-grained puncturing pattern for the HARQ-based Spinal coded system.

UP pattern, ITTP pattern and with the proposed optimal 943

transmission scheme under coarse-grained ITTP pattern shown 944

in Table III, where R = 106 and the other parameters remain 945

the same as those in Fig. 7a. In this case the encoding delay 946

and decoding delay are τenc = 80 and τdec = 1646. With so 947

large decoding delay, the other types of delays in the system 948

can be nearly neglected, so the AoI is mainly affected by 949

the decoding delay in each transmission round. Specifically, 950

compared to Fig. 7a, the AoI under three transmission schemes 951

with R = 106 are approximately ten times, for the decoding 952

delay here is ten times that of the case with R = 105. 953

VII. CONCLUSION AND FUTURE WORK 954

In this paper, the Spinal coded timely status update sys- 955

tem with HARQ transmission scheme is firstly analyzed. 956

We analyze all the delay elements from the encoding, trans- 957

mission, propagation, decoding and feedback process of the 958

HARQ-based status update system, and we further observe 959

the AoI evolution of the system. We theoretically derive the 960

average AoI upper bound of the HARQ-based Spinal coded 961

system. Utilizing the average AoI upper bound as the objective 962

function, we formulate and solve the optimization problems 963
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aimed at the HARQ transmission scheme of Spinal coded964

system, and propose the optimal transmission scheme under965

coarse-grained ITTP pattern. Simulation results demonstrate966

the superiority of the proposed optimal transmission scheme967

in the aspect of AoI compared to the transmission schemes968

under the most fine-grained puncturing patterns.969

This paper provides an example of analyzing the average970

AoI of the HARQ-based coded status update system with971

different types of delays. For the system coded by other972

channel codes, similar ideas can be adopted to analyze the973

delay elements, AoI evolution processes and average AoI974

expressions considering the coding scheme and the FER or975

block error rate (BLER) of corresponding channel codes.976

APPENDIX A977

PROOF OF THEOREM 1978

Substitute ν′
i into (10) considering that at round V the AoI979

is updated instantly with no feedback (the total number of980

feedback delays for a successful frame is V − 1), we have981

E(T )982

=
(P + r − 1)d + τenc + rτextra

Ps(νr)
− (d + τextra)

r−1∑
i=1

Ps(νi)

Ps(νr)
983

=
(P + r − 1)d + τenc + rτextra − (d + τextra)

r−1∑
i=1

Ps(νi)

Ps(νr)
,984

(21)985

E(T 2)986

=
[νr + τenc + rτextra]

2(2 − Ps(νr))
Ps

2(νr)
987

−
r−1∑
i=1

{Ps(νi)
Ps(νr)

(d+τextra)[(2P +2i−1)d+2τenc+(2i+1)τextra988

+2((P + r − 1)d + τenc + rτextra)
1 − Ps(νr)

Ps(νr)
]}989

=
2[(P + r − 1) + τenc + rτextra]

2

Ps
2(νr)

990

−

r−1∑
i=1

(d + τextra)Ps(νi) · 2[(P + r − 1)d + τenc + rτextra]

Ps
2(νr)

991

− [(P + r − 1)d + τenc + rτextra]
2

Ps(νr)
992

+

r−1∑
i=1

(d + τextra)
2Ps(νi)(2r − 2i − 1)

Ps(νr)
, (22) 993

E(νV ) 994

= (P + r − 1)d + τenc + rτextra 995

−(d + τextra)

r−1∑
i=1

Ps(νi)

Ps(νr)
− τfb. (23) 996

Then we calculate, (24), as shown at the bottom of the page. 997

We simplify the complex expressions as follows, (25)–(28), 998

as shown at the top of the next page. 999

Then we have E(νV ) = α + β − τfb, E(T 2)
2E(T ) = γ + δ, A = 1000

α + β + γ + δ − τfb − 1
2 . We can derive that 1001

α + δ 1002

=
(Pd + r − 1 + τenc + rτextra)

2

2(Pd + r − 1 + τenc + rτextra −
r−1∑
i=1

(1 + τextra)Ps(νi))
1003

−

r−1∑
i=1

(1+τextra)(2Pd+2i−1+2τenc+τextra(2i+1))Ps(νi)

2(Pd + r − 1 + τenc + rτextra −
r−1∑
i=1

(1 + τextra)Ps(νi))
, 1004

(29) 1005

where (29) can be calculated by the complete square, and 1006

β + γ 1007

=
Pd + r − 1 + τenc + rτextra −

r−1∑
i=1

(1 + τextra)Ps(νi)

Ps(νr)
. 1008

(30) 1009

1010

E(T 2)
2E(T )

= −1
2

[(P + r − 1)d + τenc + rτextra]
2

(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)

+
1
2

r−1∑
i=1

(d + τextra)
2Ps(νi)(2r − 2i − 1)

(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)

−

r−1∑
i=1

(d + τextra)Ps(νi)[(P + r − 1)d + τenc + rτextra]

Ps(νr)(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)

+
[(P + r − 1)d + τenc + rτextra]

2

Ps(νr)[(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)]
. (24)
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α = (P + r − 1)d + τenc + rτextra, (25)

β = −(d + τextra)

r−1∑
i=1

Ps(νi)

Ps(νr)
, (26)

γ =
[(P + r − 1)d + τenc + rτextra]

2

Ps(νr)[(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)]

−

r−1∑
i=1

(d + τextra)Ps(νi)[(P + r − 1)d + τenc + rτextra]

Ps(νr)(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)
, (27)

δ = −1
2

[(P + r − 1)d + τenc + rτextra]
2

(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)

+
1
2

r−1∑
i=1

(d + τextra)
2Ps(νi)(2r − 2i − 1)

(P + r − 1)d + τenc + rτextra − (d + τextra)
r−1∑
i=1

Ps(νi)
. (28)

By substituting (29) and (30) into A = α+β+γ+δ−τfb− 1
21011

we can derive the average AoI expression of the HARQ-based1012

Spinal coded system in (13).1013
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